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Abstract. The emergence of machine learning and artificial intelligence has 

created new opportunities for data-intensive science within the financial industry. 

The implementation of machine learning algorithms still faces doubt and distrust, 

mainly in the credit risk domain due to the lack of transparency in terms of 

decision making. This paper presents a comprehensive review of research 

dedicated to the application of machine learning in credit risk modelling and how 

Explainable Artificial Intelligence (XAI) could increase the robustness of a 

predictive model. In addition to that, some fully developed credit risk software 

available in the market is also reviewed. It is evident that adopting complex 

machine learning models produced high performance but had limited 

interpretability. Thus, the review also studies some XAI techniques that helps to 

overcome this problem whilst breaking out from the nature of the ‘black-box’ 

concept. XAI models mitigate the bias and establish trust and compliance with 

the regulators to ensure fairness in loan lending in the financial industry. 

Keywords: Credit Risk, Explainable Artificial Intelligence (XAI), LIME, 

Machine Learning, SHAP. 

1 Introduction  

According to The Malaysian Reserve, the statistics published by Malaysian Department 

of Insolvency shows that more than 95,000 peoples had their loan defaulted where the 

defaulted loans were from personal loans (27.76%), hire purchase loans (24.73%), 

housing loans (14.09%) and credit card (9.91%) between the year 2014 and 2018 [1]. 

Loan defaults will not only disrupt the individual’s credit score but will also introduce 

monetary losses to banks. This is also witnessed from a related publication released by 

Bank Negara Malaysia which states that the cumulative amount of impaired loans had 

reached RM31 billion as of July 2021 [2]. This is a huge loss for the bank sector, and 

it could lead to significant risk in Malaysia’s economy. Thus, financial institutions are 

invigorated to employ a reliable credit risk model to minimize default risk.     
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Credit risk is known as the risk of the lender where the lender might not receive the 

principal and interest from the borrower [3]. Moreover, credit risk assessment plays an 

important role in financial industries in evaluating the capability of a borrower to repay 

a loan. Credit scoring has always been a challenge for financial institutions due to the 

unpredictable certainty of future events. Due to the emergence of machine learning 

technologies, the focus of credit risk modelling has gained consideration especially in 

the field of data science. In this paper, research has been carried out using a systematic 

review of literature such as journals, conference proceedings, academic publications, 

and books to understand existing investigation and debates relevant to credit risk 

modelling. The study also narrows down and takes a closer look at the explainability of 

machine learning models for decision making in the financial industry.    

2 Domain Research  

2.1 Credit Risk in Financial Industry 

There are many types of risks faced by the banking industry, as seen in Fig. 1, which 

includes credit risk, market risk, liquidity risk, exchange rate risk, interest rate risk and 

operational risk. Among all the different types of risk aforementioned, credit risk is one 

of the main risks that most of the bank are facing nowadays [4].   

 

 

Fig. 1. Various Types of Risks faced by Banks [4] 

Credit risk refers to the risk of loss imposed on creditors caused by borrowers due 

to their inability to meet their obligations [4]–[7]. This type of risk cause ambiguity in 

terms of the net income and the market value of the shares. Kolapo et al. [8] indicated 

that the bank is likely to experience financial crisis if the bank is highly vulnerable to 

credit risk. So, the performance of a bank can be determined using the approach that a 

bank used to handle credit risk. This is further supported by Chen & Pan [9] who states  



that credit risk is the most significant risk faced by banks and different banks have 

different approaches to credit risk management which allows them to adapt to changing 

environments. In the opinion of Rehman et al. [7], ignorance about credit risk by bank 

personnel will negatively affect the bank’s development and customers’ interest. Thus, 

credit risk can be considered an essential field of study. This is because if some of the 

borrowers default on the loans issued, it can eventually cause negative impact on banks 

including the entire banking system whereby banking crisis might occur [10]. This 

means that banks with high credit risk will face substantial loss mainly because 

borrowers defaulting on their loan repayment which might potentially lead to 

bankruptcy and insolvency.    

Credit risk can occur due to several factors. For instance, poor management, poor 

loan underwriting, poor lending procedures, interference by the government bodies, 

inappropriate credit policies, unstable interest rate, direct lending, low reserves,  

liquidity level, huge licensing of banks, limited institutional capacity, insufficient 

supervision by the central bank, lack of strictness in credit assessment and inappropriate 

laws [11]. Therefore, it is recommended for the bank to consider minimizing the risk 

such as improvising the lending procedure, maintaining a well-documented information 

about the borrowers and a stabilized interest rate to potentially reduce the number of 

loan defaults and non-performing loans.  

Effective credit risk management can enhance the compassion of the bank and the 

confidence of the depositors. Moreover, the financial health of a bank is highly 

dependent on the possession of good credit risk management. Hence, a good credit risk 

policy plays an essential role in boosting the banks’ performance and its capital 

adequacy protection [11]. Pradhan & Shah [12] examined the relationship between 

credit management practices, credit risk mitigation measures and obstacles against loan 

repayment in Nepal using survey-based primary data and has performed a correlation 

analysis. The results revealed that credit risk management practices and credit risk 

mitigation measures have a positive relationship with loan repayment whilst obstacles 

faced by borrowers have no significant impact on loan repayment. This indicates that 

credit risk management practices and credit risk mitigation actions taken by the bank 

can help to reduce credit risk whereby borrowers will repay their loan on time which 

increases loan repayment behavior.  

The Basel Accords was developed with the aim of establishing an international 

governing framework for controlling market risk and credit risk. This is to make sure 

banks holds enough capital to protect themselves from the financial crisis. The new 

Basel Capital Accord (Basel II) stated that banks should implement their internal credit 

risk model to assess default risk [13]. The effectiveness of credit risk management will 

not only help to maintain the profitability of the bank’s businesses but also helps in 

sustaining the stability of the economy [14]. Moreover, Basel II relies on the following 

3 pillars for its functioning: Minimal capital requirement, Supervisory review process, 

Market discipline.  

According to Basel Committee on Banking Supervision [13], the risk parameters of 

Basel II are probability of default (PD), exposure at default (EAD) and loss given 

default (LGD). With these three risk parameters, the expected loss (EL) of the bank can 

be computed with the formula below:  



 EL = PD * EAD * LGD (1) 

In general, the banking industry plays an essential role in supporting the financial 

stability within a country. Thus, it is crucial for financial institutions to fully understand 

and ensure that data driven decisions are reached by figuring out the Expected Loss as 

outlined by Basel II in order to avoid the unfortunate impact of credit risk. With data 

analytics, several machine learning techniques are used in order to predict the credit 

risk and is reviewed in the following section.       
     

2.2 Machine Learning in Credit Risk Modelling and Scorecard Creation  

The advancement of machine learning techniques has provided several alternatives and 

reliability for loan default classification and prediction instead of manual processing in 

credit risk assessment [15]. With the rapid growth of big data in the industry, machine 

learning and deep learning are crucial in credit risk modelling to assist commercial 

banks in solving financial decision-making problems with the help of financial data 

[16]. There are many different artificial intelligence and machine learning methods that 

have been adopted for financial decision making to manage large loan portfolios. 

Examples of machine learning techniques used for financial decision making are 

artificial neural networks, decision trees and support vector machines [17]. These 

models will be able to predict loan applicants as either good credit (accepted) or bad 

credit (rejected) based on the historical data of the demographic characteristics such as 

marital condition, age and income [18].  

Comparison of Traditional Methods and Machine Learning Models. Credit risk 

assessment is performed using the traditional methods or machine learning. The 

traditional methods of credit scoring make decisions based on either subjective scoring 

or statistical scoring [19]. Vidal & Barbon [20] mentioned that in subjective scoring, 

the decision is mainly based on qualitative judgement whereby the input from the loan 

officer and the organization will be used to evaluate the potential borrowers.  

Nevertheless, statistical scoring relies on quantified characteristics of the potential 

borrowers and predict their likelihood of defaulting based on a set of rules and statistical 

techniques. There are a broad variety of statistical credit scoring models used to predict 

the probability of default such as Markov chain analysis, decision trees, profit analysis, 

logistic regression and linear discriminant analysis [21], [22]. After careful review, it 

has been found that logistic regression is widely used in the banking industry to 

minimize their credit risk as it is easy to execute and explain. In one of the study 

conducted by  Memic [23], the author has employed traditional statistical methods such 

as logistic regression and multiple discriminant analysis (MDA) for predicting credit 

default of companies within the banking market in Bosnia and Herzegovina and its legal 

entities. The results indicated that both models have produced excellent predictive 

accuracy where logistic regression was found to have slightly better performance. The 

models have also identified variables that are significant in predicting credit default. 

For example, return on assets (ROA) variable is deemed to be statistically significant 

in logistic regression that has a high influence in predicting credit default as compared 

to other variables. Obare et al. [24] applied logistic regression to investigate individual 



loan defaults in Kenya with a sample of 1000 loan applicants. Cross validation was then 

used to evaluate the prediction results whereby the model achieved an accuracy of 

77.27% with the train data and 73.33% with the test data. The authors also disclosed 

that increasing the sample size will improve the performance of logistic regression 

model whereby the model performed the best with a sample size of 700. Another paper 

by Foo et al. [25] discussed about credit scoring model to predict housing loan defaults 

in Malaysia. The authors have employed logistic regression of different variation using 

data acquired from the Malaysian Central Credit Reference Information Systems 

(CCRIS). The variations of logistic regression built involving the use of balance class, 

unbalanced class, with variable selection and without variable selection. The authors 

suggested that all four models yield favorable results, but logistic regression based on 

a balanced dataset with variable selection has obtained a high percentage of correctly 

classified data and the best sensitivity assuming a 0.5 cut-off value.  

However, some of the machine learning techniques are reported to generate better 

results as compared to statistical techniques. Tsai & Wu [17] has stated that it is much 

more superior than the traditional statistical models. This can be supported by Bellotti 

& Crook [22], where the author compared support vector machine (SVM) against 

traditional methods such as logistic regression and linear discriminant analysis to 

predict the risk of default. The results indicated that SVM with a linear and Gaussian 

radial basis function (RBF) kernel produces the best result with an AUC of 0.783 for 

both algorithms. Nevertheless, the difference in terms of performance between SVM 

and traditional methods are not significant, but it is proven that SVM can be used as a 

feature selection to identify important variables in predicting the probability of default. 

Lee [26] has also implemented support vector machine (SVM) with RBF kernel in 

corporate credit rating problem and utilized 5-fold cross-validation with grid-search 

technique to search for the best parameter. Besides, the author compares the SVM’s 

result against multiple discriminant analysis (MDA), case-based reasoning (CBR) and 

three-layer fully connected back-propagation neural networks (BPN) whereby the 

results show that SVM transcend other methods without overfitting.  

Byanjankar et al. [27] used artificial neural network to predict the default probability 

of peer-to-peer (P2P) loan applicants. Moreover, comparisons have been conducted 

between neural network and logistic regression. The result shows that neural network 

is effective in identifying default borrowers whereas logistic regression is better in 

identifying non-default borrowers. Even so, neural network’s result is deemed 

promising as it is crucial to forecast default loans in advance to prevent the creditors 

from investing in bad applicants. In another P2P credit risk study conducted by Bae et 

al. [28], online P2P lending default prediction models was developed using stepwise 

logistic regression, classification tree algorithms (CART and C5.0) and multilayer 

perceptron (MLP) to predict loan default. After evaluating the performance of the 

models with 5-fold cross-validation, the results reveal that MLP has the highest 

validation average accuracy, 81.78%, whereas logistic regression has the lowest 

validation average accuracy, 61.63%.    

Moreover, Chandra Blessie & Rekha [29] has proposed a loan default prediction 

based on Logistic Regression, Decision Tree, Support Vector Machine and Naïve 

Bayes. The result indicated that Naïve Bayes classifier is tremendously efficient and 

gave a superior result than other classifiers. Aside from that, data cleaning, feature 



engineering and exploratory data analysis (EDA) was conducted before training the 

model. Features that were studied during EDA are application income, co-application 

income, loan amount, credit history, gender loan status, gender, relation status, 

education status and property area. Yet another evidence by Mafas developed a 

predictive model for loan default prediction in peer-to-peer lending communities using 

Logistic Regression, Random Forest, and Linear SVM with the selected feature set 

where Random Forest outperformed and achieved an accuracy of 92%. The significant 

fittest feature subset was obtained using a Genetic Algorithm and was evaluated using 

a Logistic Regression model [30]. 

After careful review, it is clear that the machine learning models can easily work 

with large datasets and generate predictions with high accuracy making it exceptional, 

but statistical techniques are much simpler and user friendly thereby making it popular 

for use in the financial industry. Machine learning model fitting also avoids overfitting 

as it will defeat the purpose of the study. This section discussed the performance of 

individual statistical and machine learning models. Newer research also experiments 

the usage of ensemble models also called as stacking approach. 

Ensemble Model vs Individual Model. Aside from individual models, some 

researchers have reported that using ensemble models can yield better accuracy as 

compared to individual models. Yao [31] experimented with a single Decision Tree and 

two ensemble learning algorithms such as Adaboost and Bagging (Bootstrap 

Aggregation) with Decision Tree as a baseline algorithm to predict the creditworthiness 

of the applicants with the Australian credit dataset. The result indicates that ensemble 

learning, Adaboost CART with 14 features produced better results than a single 

Decision Tree without having much complexity. Likewise, another research has also 

adopted an ensemble model but with a different approach which is an ensemble 

technique of support vector machine (SVM) for credit risk assessment in Australian 

and German dataset by Xu et al. [32]. For example, the author experimented with voting 

ensemble based on single SVM and four SVM based ensemble models of four different 

kernel functions such as polynomial kernel, linear kernel, RBF kernel and sigmoid 

kernel against individual SVM models. Besides, Principal Component Analysis (PCA) 

is implemented before training the model to select credit features and 5-fold cross-

validation is utilized for model validation purposes. The results show that the ensemble 

model of SVM performed better than the individual SVM classifier. Furthermore, the 

author has also suggested that the use of the ensemble model for credit risk assessment 

is promising to improve prediction performances.  

Madaan et al. [33] proposed using Random Forest and Decision Tree to assess 

individual loans based on their attributes. The authors had also conducted exploratory 

data analysis to get acquainted with the dataset and performed data pre-processing. The 

data are then split into training (70%) and testing (30%) set whereby the selected 

algorithms will be used to train the model. The results of the classification report show 

that Random Forest outperforms Decision Tree with an accuracy score of 80% and 73% 

respectively. Another author, Zhu et al. [34], also proposed Random Forest 

classification but on a different scenario which is to predict loan default in P2P online 

lending platform and compare it against other machine learning methods such as 



Decision Tree, Support Vector Machine (SVM) and Logistic Regression. The results 

indicated that Random Forest classification performs significantly better in identifying 

loan defaults. The authors have overcome the challenge of imbalanced class in the 

dataset by applying SMOTE (Synthetic Minority Oversampling Technique) method 

which can generate new samples for the minority class. Furthermore, the authors also 

suggested using larger datasets and fine-tuning the models can potentially improve the 

accuracy of the model in future research. Another P2P loan default prediction was 

conducted by Li et al. [35] based on XGBoost, Logistic Regression and Decision Tree. 

The result indicated that the predictive accuracy of XGBoost technique (97.705%) 

outperforms other models under 5-fold cross validation. Other performance 

comparisons were compared such as AUC value, classification error rate, model 

robustness and model run time. The result shows that although XGBoost has the best 

robustness and least error rate, the run time of the XGBoost is the slowest compared to 

other models. However, the author mentions that XGBoost is drastically better than 

traditional models in nearly all aspects. Moreover, the author has also visualized the 

top 10 features that have the most significant influence on loan default rates based on 

the XGBoost classifier. 

Zhao et al. [36] suggested to use ensemble learning classification model such as 

adaptive boosting (AdaBoost) with decision tree on credit scoring problem. 10-fold 

cross-validation was performed to assess and compare the performance between 

AdaBoost-DT, Decision Tree, and Random Forest. The results show that AdaBoost-

DT model yields the highest accuracy. Moreover, the author has also recommended to 

experiment with parameter optimization methods in future research. Udaya Bhanu & 

Narayana [37] proposed using random forest, logistic regression, decision tree, K-

nearest neighbor, and Support Vector Machine for customer loan prediction. The author 

has also preprocessed the data and apply feature engineering technique to enhance the 

performance of machine learning algorithms. The comparative study shows that 

Random Forest shows the best accuracy, 82% in classifying loan candidates with an 

excellent F1-score.  

In addition to the above models, LightGBM is a recently popular machine learning 

algorithm, which uses histogram algorithm and Leaf-wise strategy with depth 

limitation. LightGBM model has been used to predict the financing risk profile of 186 

enterprises where the researcher conducted comparison experiments using k-nearest-

neighbor’s algorithm, decision tree algorithm, and random forest algorithm on the same 

data set. The experiments show that LightGBM has better prediction results than the 

other three algorithms for several metrics in corporate financing risk prediction [38].  

The reviewed literature has shown that ensemble models perform better compared 

to individual models. However, there is not much attention given to the voting ensemble 

model whereby it is a technique of combining the classifiers of different machine 

learning algorithms which is worth further investigation. A general consensus in the 

machine learning models either individual or ensemble would be to address data quality 

issues, handle imbalanced class and tune hyper parameters in order to improve the 

performance of the model.  



Explainable Artificial Intelligence (XAI). The implementation of machine learning 

algorithms for model building within the credit risk industry faces doubt and distrust 

mainly due to the lack of transparency in terms of output predictions. According to  

Dong et al. [39], models such as support vector machine and neural network lacks 

interpretability and are often portrayed as a ‘black box’ model. This is primarily due to 

the output results are not clearly explained to general audiences and the banks will find 

it hard to provide the reasons for rejecting a loan. This issue is also being stated in 

recent studies. Hadji Misheva et al. [40] stipulated that complex machine learning has 

proven to have high predictive accuracy in assessing customer credit risk. Still, these 

innovative and advanced machine learning algorithms lack transparency that is 

essential to comprehend the reason behind the rejection and approval of an individual’s 

loan application. The author also added that it is tough to trace back to the steps that an 

algorithm took to arrive at its decision as these models are developed directly from the 

data by an algorithm. The lack of credibility, trust and explainability are the major 

challenges faced by many researchers when introducing machine learning based models 

to companies in the credit scoring field [41]. Thus, ‘black box’ models are deemed to 

be less suitable in financial services due to the lack of interpretation. Even though the 

machine learning model improves over time and generates excellent predictive results, 

yet many financial institutions are still reluctant to fully trust the predictive model.  

One of the potential solutions would be to incorporate transparent models, statistical 

models such as linear models or decision trees. Despite having models with high 

interpretability, it could also result in low predictive accuracy. Conversely, complex 

machine learning like neural networks gives high predictive accuracy but with limited 

interpretability [42]. To overcome this problem while also having the freedom to adopt 

complex machine learning algorithms, explainable artificial intelligence (XAI) should 

be incorporated to interpret the predictions made by the machine learning model and 

break out from the nature of the ‘black-box’ concept. This method not only allows 

humans to understand the output decision of the model, but it can also allow humans to 

trust the results of complex machine learning models and eliminate any doubts. Some 

of the popular XAI techniques commonly used are LIME and SHAP.  

The explanation models can be classified into global methods and local methods. 

Global methods aim to provide a general explanation of a black-box model’s behavior 

by using the overall knowledge of the model, training, and the associated data. For 

instance, feature importance will determine the top features that contribute the most in 

predicting the outcome. On the other hand, local methods are responsible for explaining 

a single outcome or instance of the black-box model. The single prediction performed 

by the model can be explained by creating local surrogate models that are interpretable 

and thereby exposing how a black-box model works [42], [43]. Hadji Misheva et al. 

[40] mentions that LIME is used to obtain local explanations, whereas SHAP can be 

used to obtain both local and global explanations in the XAI techniques.   

LIME which stands for Locally Interpretable Model-Agnostic Explanations is a 

post-hoc model-agnostic explanation method that seeks to approximate any black-box 

machine learning model with an interpretable model to explain the single prediction. 

The author has also mentioned that LIME is a novel approach that explains the 

prediction of any classifier regardless of the algorithm. LIME will describe the model 



using a linearly weighted combination of the input features to provide the explanations. 

Conversely, SHAP, known as Shapley Additive explanations, interprets predictions 

based on coalitional game theory. It will return Shapley values that indicates how to 

fairly distribute the ‘payout’ (i.e. The prediction) among the features. Moreover, SHAP 

can provides a robust and insightful measure of feature importance of a model in a 

summary plot whereby Shapley value will represents the impact of the features on 

model output [40], [41]. Some of the recent works have adopted LIME and SHAP in 

credit risk problems to explain the decision made by the machine learning model.  

Provenzano et al. [44] implemented SHAP and LIME techniques to explain the 

prediction of the high performing Light-GBM classifier that obtains 95% accuracy in 

default classification. The author stated that adopting SHAP and LIME has helped in 

understanding the important features in determining an individual result and thereby 

increasing the confidence in the model. Another study conducted by Visani et al. [45] 

has compared statistical model, Logistic Regression against machine learning model, 

Gradient Boosting Trees on credit risk data whereby LIME was tested on machine 

learning model to check its stability. It is reported that Gradient Boosting Model 

outperformed Logistic Regression and LIME is a stable and reliable technique when 

applied to the machine learning model.  

Hadji Misheva et al. [40] has also adopted both XAI techniques, LIME and SHAP, 

in machine learning based credit scoring models on Lending Club dataset. The models 

that the author train including logistic regression, XGBoost, Random Forest, SVM and 

Neural Networks. The author has implemented LIME, as shown in Fig. 2, to explain 

local instances on SVM and tree-based models (XGBoost and Random Forest) whereas 

SHAP, as shown in Fig. 3, was used to obtain global explanations. The results of the 

study imply that both LIME and SHAP offer reliable explanation in line with financial 

reasoning. The author also mentions that SHAP is a powerful and effective techniques 

in highlighting the feature importance, but it can take a very long time to generate the 

results. This is supported by Phaure & Robin [46] in their study of model explainability 

in credit risk management whereby the author indicated that the computational time of 

SHAP method is proportional to the number of feature, observation and the complexity 

of the model.  

 

 

Fig. 2. XGBoost Model with LIME explanation on a customer that classified as a ‘Default’ loan 

type [40] 



 

Fig. 3. Summary Plot - XGBoost Model with SHAP Tree Explainer [40] 

In short, introducing XAI techniques can help improve the explainability and 

transparency of the black-box model rather than relying solely on machine learning 

output for decision making. XAI will not only eliminate bias, but it can also assist in 

establishing trust and in compliance with the regulators in financial institutions to 

ensure fairness in loan lending. Therefore, XAI techniques, specifically LIME should 

be adopted to explain the credit decision of the black-box model.  

Credit Scorecards. The banking industry uses credit scorecards as a tool for risk 

management. Credit scorecards consist of a group of features that are widely used to 

predict the default probabilities such as classifying good and bad credit risk. There are 

various techniques used in the development of scorecards such as support vector 

machine, genetic programming, artificial neural networks, multiple classifier systems, 

hybrid models, logistic regression, classification tree, linear regression and linear 

programming [39], [47]. Moreover, Dong et al. [39] stipulated that generating credit 

scorecards will potentially contribute to effective credit risk management. The author 

added that the quality of the credit scorecard can be measured such as using Percentage 

Correctly Classified (PCC) to identify the accuracy of the prediction. 

 



 

Fig. 4. Example of Credit Scorecard [48] 

Fig. 4 shows an example of a credit scorecard used to evaluate the creditworthiness 

of a loan applicant. For instance, the features such as age, cards, ec_card, income, and 

status each will be assigned points based on statistical analysis. The sum of the points 

accumulated will be the final score of the loan applicant. Therefore, the banks can easily 

decide which loan should be accepted or rejected. For example, the bank can choose to 

reject the loan application or charge them a higher interest rate if the applicant scores 

below a certain range as they possess a greater risk. Hence, a credit scorecard will 

facilitate a better decision-making process for the financial institution.  

 

3 Related Works 

This section will compare and analyze different credit risk models and software that are 

fully developed and currently available in the market. Most of the credit risk models 

developed are marketed towards medium and large size companies such as banks and 

enterprise creditors. Their goal is to assists companies who purchase their system in 

determining the creditworthiness of potential borrowers and minimizing loan defaults. 

With a timelier and accurate predictions, lenders can use the result generated to 

negotiate with the borrowers. As part of the research, comparisons will be conducted 

between three different commercial systems to understand their structures and 

functionalities. The three systems selected in this study are GiniMachine, ABLE 

Scoring and ZAML.    



3.1 GiniMachine 

 

Fig. 5. GiniMachine Logo [49] 

GiniMachine is an AI-driven credit scoring software that can help lenders make reliable 

credit decisions within a short amount of time and the logo of GiniMachine can be seen 

in Fig. 5 [49]. This system will employ machine learning for automated decision-

making where it is effective even towards thin-file borrowers. Thus, banks and fintech 

companies can identify bad loans to avoid unwanted risk without relying on traditional 

credit scoring or doing manual work that has many shortcomings. For instance, 

GiniMachine that is based on AI technologies can analyze parameters that traditional 

method tends to ignore. Furthermore, GiniMachine can easily adapt into changing 

environment that will fit nicely into specific businesses and risk assessment rules. Let’s 

suppose, if the company has released a new loan product, the system can process the 

information of the new loan product and adjust accordingly to the needs of the lenders. 

The system will also generate detailed reports, as shown in Fig. 6, that consist of 

statistical calculations regarding to the decision made by the model. Moreover, the 

system is easy to use as it is designed specifically for non-technical individuals to 

operate the system. Thus, no specific training is required to operate the system. 

 

 

Fig. 6. GiniMachine’s Scoring Details [49] 

 



3.2 ABLE Scoring 

 

Fig. 7. ABLE Scoring’s Company Logo [50] 

ABLE Scoring is another powerful credit scoring software that will assist in making 

credit decisions to prevent bad loans and the logo of ABLE Scoring can be seen in Fig. 

7. Scorecards along with credit decisions can be easily generated via the scorecard 

builder, as shown in Fig. 8. Moreover, ABLE Scoring allows lenders to score potential 

borrowers in batches which will save lots of time. Different machine learning models 

can be built including the classical logistic regression model. The performance of each 

of the models can be compared and evaluated in terms of performance and stability. 

Furthermore, the result of the credit decision will be explained in the scorecards 

generated, as shown in Fig. 9, which will help the lenders to better understand the output 

decision made by the machine learning model to eliminate any doubts. It will also check 

for data formats, consistency, and missing values to ensure the data is in high quality. 

The software is easy to use without any specific training required. The users will just 

need to upload an XLS file format to generate a scorecard report. ABLE Scoring 

promotes fast and smart credit decisions based on AI models and it ensures a stable and 

high-quality lending process. This software is being trusted by banks and fintech 

companies such as Eurasian Bank, OTP Bank and Alfa Bank [50]. 

 

 

Fig. 8. ABLE Scoring’s Scorecard Builder [50] 



 

Fig. 9. ABLE Scoring’s Scorecard Generation [50] 

 

3.3 Zest AI 

 

Fig. 10. Zest AI Logo [51] 

Zest AI is yet another robust machine learning software that assists lenders and 

underwriters to make better, more timely and transparent credit decisions. The logo of 

Zest AI is shown in Fig. 10. Zest AI also aims to address the problems of traditional 

credit scoring tools, such as gaps, errors or structural inequities that lead to the rejection 

of good applicants [52]. With Zest AI, lenders can easily identify good borrowers and 

safely increase loan approvals while minimizing the risk and losses. Besides, Zest AI 

provides a bigger picture of every borrower with full interpretability to comply with the 

strictest regulators and satisfy doubters [51]. For example, the custom-built logistic 

regression scorecards in Zest AI will be used to assess the creditworthiness of the 

borrowers to help lenders in their decision making. Fig. 11 shows a sample of the 

scorecards generated with Zest AI:  

 

 

Fig. 11. Zest AI Scorecard Generation [46] 



Most importantly, it is a stable software that offers rapid analysis to help lenders 

make quick business decisions and ensure fairness in lending operations. Thus, this will 

potentially improve customer experience and make a positive impact on lending 

businesses. Furthermore, the software owners can also rest assured as Zest AI offers 

smooth transition and adoption from traditional credit scoring tools with professional 

support. In addition, the software is also user-friendly whereby it can be operated by 

non-technical staff without prior machine learning background. Zest AI is also being 

recognized by one of the largest banks in Turkey, Akbank. Akbank has found Zest AI 

software extremely effective in identifying good borrowers with minimal risks. Akbank 

managed to reduce non-performing loans by 45% and less time needed to retrain and 

build the models with Zest AI that initially took them seven months [53]. Besides, Zest 

AI can adapt to changing requirements which further increases the confidence of their 

client. Thus, the adoption of Zest AI can promote sustainable growth among banks and 

other financial institutions in their lending businesses.  

 

3.4 Evaluation of Related Works 

The comparisons between the related work are essential to understand the attributes of 

the fully developed credit scoring systems. Moreover, new ideas and opportunities can 

be triggered by analyzing the existing systems, which will benefit future research. Table 

1 shows the comparisons between different credit risk systems that are currently 

available in the market:  

Table 1. Comparison of Related work 

Attributes GiniMachine ABLE Scoring Zest AI 

Features Automated credit 

scoring empowered 

with AI and ML 

One button solution to 

build scorecard for 

credit decision with 

AI models and score 

customers in batch 

Employ AI models 

to make smart 

lending decisions 

Purpose Avoid bad and non-

performing loans 

Ensure a continuous 

and high-quality 

lending process 

Faster loan 

decisions and 

ensure fairness in 

lending  

Benefits Ease of use, save 

time and adaptable 

into changing 

environment 

Easy to use, 

customizable, stable, 

and transparent result 

(explainable) 

Time and resources 

saving, easy to 

operate and comply 

with the regulators 

Target User Non-technical credit 

analyst/lenders 

Banks and Fintech 

Companies 

Banks and Lending 

Companies 

Cost Paid Paid Paid 

Demo  Free demo available Demo provided upon 

request 

Demo provided 

upon request 

 



Based on the analysis conducted, all the systems are built to ensure faster, fair, and 

high-quality loan lending. This is because their target users are mostly banks and other 

financial institutions whereby the primary goal is to mitigate credit risk and avoid bad 

loans. The systems are also user-friendly, especially for non-technical staff to operate 

the system without much training needed. Moreover, it is also important for the output 

result to be transparent to comply with the regulators. However, it is noted that all three 

systems solely focus on predicting the output, but it has no dashboard to visualize the 

trends of loan customers. In that case, it will be an opportunity for the developer to 

include a dashboard in the web application that will visualize the trends of loan 

customers. 

4 Conclusion and Future Direction 

Intensive research has been conducted via Google scholars and APU E-Database to 

better understand the credit risk field and the machine learning techniques employed to 

solve the underlying credit risk problem. The findings show that machine learning 

techniques, especially ensemble models, perform extremely well in identifying loan 

defaults which can potentially minimize future credit default risk. It is also noticeable 

that recent research is centered around ensemble learning such as Random Forest, 

XGBoost and AdaBoost. There are many papers focus on applying machine learning 

algorithms to solve credit risk problems, such as predicting the likelihood of loan 

defaults. Some of the papers have compared the performance between statistical 

methods and artificial intelligence methods. The findings have indicated that artificial 

intelligence methods produce better classification accuracy as compared to statistical 

methods. However, in terms of interpretability and simplicity, statistical methods are a 

better choice as compared to artificial intelligence methods. Furthermore, the research 

has moved towards a new era of machine learning, explainable artificial intelligence 

(XAI), that can uncover and explain a black-box machine learning model. Most 

importantly, implementing XAI in credit risk models will allow humans to better 

understand the predictions made by the machine learning models whilst establishing 

trust and compliance with regulatory requirements within the financial institution. The 

adoption of XAI, such as LIME and SHAP, helps improves the transparency of loan 

lending while speeding up the loan lending process, which is a more robust approach 

than the traditional lending procedures. 

The future research could consider to study about credit risk in commercial banks 

and build machine learning models that will be used by credit analysts to identify and 

predict loan defaults with the intention of assisting them in better decision making and 

evaluating the profile of potential borrowers whilst minimizing future credit default risk 

and preventing the recurrence of the global financial crisis. This could also be extended 

to gathering more diverse and non-conventional data to enhance banks’ approaches to 

assessing credit risk. Furthermore, future research should also explore different XAI 

techniques available such as Shapash or Dalex, that are also compatible with many 

machine learning frameworks in credit risk prediction. More focus on the comparison 



of XAI models that support both local and global explanations will bring additional 

value to the credit risk industry. 
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